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A B S T R A CT  

The novel coronavirus disease (COVID-19) was identified in the city of Wuhan, China at the end 

of 2019 as novel illness pneumonia. Today, it's being an epidemic around the world, the amount of 

sick people and fatalities increases growing increasingly every day according to the World Health 

Organisation (WHO) revised statistics. The purpose of this article is therefore to incorporate a new 

deep learning Images Classifiers, to diagnose COVID-19 and differentiate it between (Normal, 

Bacterial Pneumonia, Viral Pneumonia) in X-ray Images. The study is validated on 2002 Chest X-

ray images with 60 confirmed positive COVID-19 cases and (650 x-rays bacterial pneumonia, 412 

x-ray viral pneumonia, 880 normal x-rays) images. The proposed architectures of the deep 

convolutional neural network model (DCNN-COVID-NET) can analyze the normalized intensities 

of the X-ray image to classify the patient status as (normal,bacterial , viral , COVID-19) pneumonia 

case, In comparison with (VGG19) and (DenseNet, ResNetV2, InceptionV3, InceptionResNetV2, 

Xception, MobileNetV2) of deep convolutional neural network models. Experiments and 

evaluation of the proposed (DCNN-COVID-NET) have been successfully done based on 80-20% 

of Xray images for the model training and testing phases, respectively. The (DCNN-COVID-NET) 

Convolutional Network model showed a good performance of automated COVID-19 classification 

with f1-scores of 1.00 and 0.98 for normal and COVID-19, respectively among other deep 

convolutional neural network models. This study demonstrated the useful deep learning model to 

classify COVID-19 in chest X-ray images based on the proposed (DCNN-COVID-NET).   
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1. Introduction  

Coronaviruses (Covid-19) are a wide family of dangerous viruses [1]. The Covid-19 is so-called because of its 

distinctive solar corona (crown-like) presence when viewed under an electron microscope [2]. They can cause 

serious and infectious diseases such as Extreme Acute Respiratory Syndrome (SARS-CoV) and Respiratory 
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Syndrome of the Middle East (MERS-CoV). After December 2019[3-6] the outbreak of the 2019 novel 

coronavirus in Wuhan, China has been spreading rapidly to other countries of the world. The World Health 

Organisation (WHO) on 11 February 2020 identified the infectious disease triggered by these viruses as COVID-

19[7].There have been 82,758 confirmed cases to China to date (April 22, 2020), and 2,552,157 confirmed cases 

worldwide [8], and 177,230 confirmed death cases worldwide [45][47].  

While the sputum's real-time polymerase chain reaction (RT-PCR) assay is the gold standard for the diagnosis of 

Coronaviruses, testing COVID-19 patients is time-consuming due to the large false-negative levels[9]. Medical 

imaging methodologies such as chest X-ray (CXR) and computed tomography (CT) may thus play a major role in 

confirming positive COVID-19 patients, especially in cases of infected pregnant women and children[10, 11]. 

Previous research to classify COVID-19 also studied volumetric CT thorax pictures for the lung and soft tissue[10, 

12]. The key downside to utilizing CT visualization, however, is the heavy dosage to patients and the expense 

scan[13][48]. Conversely, traditional radiographic or CXR devices are required in both hospitals and clinics for 

the creation of 2-dimensional (2D) thorax projection images. The CXR modality is typically the first option for 

radiologists to diagnose chest pathology and was used to classify or validate COVID-19 in a limited number of 

patients[10, 14][49]. The emphasis of this research is therefore only on the usage of the X-ray imaging modality 

for possible COVID-19 patients. 

However, X-ray images cannot readily discern soft tissue with a weak contrast to reduce the patients' exposure 

dose [13, 15]. Computer-aided diagnostic (CAD) programs have been developed to enable doctors accurately 

identify and measure presumed diseases in critical organs in X-ray images[16, 17][50] to resolve these limitations. 

CAD systems rely primarily on the rapid advancement of digital technologies such as graphics processing units 

(GPUs) to operate algorithms for medical image processing, including model enhancement, organ and/or tumor 

segmentation, and interventional navigation tasks[18-20]. Today, in many medical fields, artificial intelligence 

technologies such as machine learning and deep learning are the cornerstone of sophisticated CAD systems; for 

example, respiratory diseases[21, 22], cardiology[23, 24], and brain surgery[25, 26][46-50]. 

Deep learning mechanisms have demonstrated positive results in the last few years in performing radiological 

tasks by automatically decoding multimodal medical images[27-29]. Deep convolutionary neural networks 

(DCNNs) are one of the efficient architectures in deep learning, which have been commonly implemented 

intuitively in many functional applications such as pattern recognition which image classification[30]. DCNNs 

can manage neural network weight testing on very wide datasets[31][48-49], fine-tuning the network weights of 

a pre-trained DCNN based on limited datasets, applying unattended pre-training to determine network weights 

before implementing DCNN models in a system, The use of pre-trained DCNN is often referred to as off-the-shelf 

CNN that is used as an extractor feature[46-50]. 

In previous research, DCNNs were used to successfully identify specific chest diseases such as Tuberculosis 

screening[32] and mediastinal lymph nodes in CT images[33] in the X-ray image classification process. 

Nevertheless, the usage of deep learning methods in X-ray to classify and diagnose novel COVID-19 is still very 

minimal up to now. The goal of this study is therefore to introduce a new model for pre-trained deep learning 

classifiers; namely (DCNN-COVID-NET) as an advanced method to support radiologists diagnose COVID-19 
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automatically in X-ray images to automatically assist the early diagnosis of patients with COVID-19 

efficiently[49].  

Also, an analytical review of the proposed deep learning image classifiers is carried out in the role of classifying 

COVID-19 disease utilizing traditional chest X-rays at a lower expense than other imaging modalities such as CT. 

Reporting the comparative output of various deep learning models with remarks showing the most reliable 

classification results of COVID-19 using a limited X-ray image dataset[49]. 

The rest of this paper is structured as follows. Section 2 gives a review on the state-of-the-art deep convolutional 

neural network models as image classifiers.  Also, a detailed description of the (DCNN-COVID-NET) is 

presented. Experimental results and comparative performance of the proposed deep learning classifiers are 

investigated and discussed in section 3. Finally, this study is concluded with the main prospects in section 4.  

2. Methods  

  

2.1 Deep learning image classifiers  

In this section, we describe some of the existing state-of-the-art deep learning image classifiers that are required 

to accomplish the clinical purpose of the (DCNN-COVID-NET)  framework as follows.  

  

i VGG19: The Visual Geometry Group Network (VGG) was developed on the basis of the convoluted neural 

network architecture of Karen Simonyan and Andrew Zisserman, Oxford Robotics Institute[34]. It was 

addressed at the 2014 Large Scale Visual Recognition Challenge (ILSVRC2014). The VGGNet performed 

very well on the imageNet dataset. In order to have improved image extraction functionality, the VGGNet 

used smaller filters of 3×3, compared to AlexNet 11×11 filter[49]. There are two versions of this deep network 

architecture; namely VGG16 and VGG19 have different depths and layers. VGG19 is deeper than 

VGG16.The number of parameters for VGG19, however, is larger and thus more expensive than VGG16 to 

train the network[46-50].  

  

ii DenseNet121: The Dense Convolutional Network (DenseNet) have several compelling benefits: they lighten 

the vanishing-gradient problem, reinforce feature propagation, encourage feature reuse, and the number of 

parameters reduced substantially [35][46]. DenseNet121 is a Dense Net model which generated with 121 

layers, the model was loaded with pre-trained weights from ImageNet database[46-50].  

  

iii InceptionV3: Inception network or GoogLeNet was 22-layer network and it won 2014 Image net challenge 

with 93.3% top-5 accuracy [36]. “Later versions are referred as Inception VN where N is the version number 

so inceptionV1, inceptionV2and inceptionV3.  The Inception V3 network has several symmetrical and 

asymmetrical building blocks, where each block has several branches of convolutions, average pooling, 

maxpooling, concatenated, dropouts, and fully-connected layers”[46-50].   

  

iv ResNetV2: He et al. [37] developed the Residual Neural Network (ResNet) models by utilizing skip 

connections to jump over some network layers to achieve strong convergence behaviors. The improved 

version of ResNet is called ResNet-V2. Although the ResNet is similar to the VGGNet, it is approximately 

eight times deeper [38][46-50].  

https://preprints.aijr.org/
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v Inception-ResNet-V2: A convolutional neural network is 164 layers deep, combining the Inception 

architecture with residual connections. Inception-ResNet-V2 is a variation of InceptionV3 [47-50]. 

InceptionResNet-V2 is trained on more than a million images from the ImageNet database.   

  

vi Xception: The architecture of Xception model is a linear stack of depth wise separable convolution layers 

with residual connections to easily define and modify the deep network architecture [40]. “The Xception is 

an enhancement of the Inception architecture that replaces regular inception modules with distinguishable 

depth convolutions”[46-50].  

  

vii MobileNetV2: Sandler et al. [41-47] proposed the MobileNetV2 model as a convolutional neural network 

architecture for machines with limited computing power, like smartphones.” The MobileNets achieve this 

key advantage by reducing the number of learning parameters, and introducing the inverted-residuals-with-

linearbottleneck-blocks to greatly reduce the memory consumption. Moreover, the pre-trained 

implementation of Mobile NetV2 is widely available in many popular deep learning frameworks”[46-50].  

2.2 Proposed (DCNN-COVID-NET)  Description   

We proposed a new deep learning framework for automatically identifying the status of COVID-19 in 2D 

conventional chest X-ray images. Fig. 1 ,Fig. 2 ,Fig. 3 depicts the overall workflow of our proposed (DCNN-

COVID-NET)  based on 2 convolution neural network 20 filter and 50 filter[49].   

 

 

  

 

 

Fig 1. The Framework structure 

 

 
 

Fig 2. The CNN Network Structure 

 

 
Fig 3. Architecture of CNN Model  

 

The (DCNN-COVID-NET)  framework includes three main steps to accomplish the diagnostic procedure of 

novel Coronavirus, as follows.  
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 •   Preprocessing  

All X-ray images were collected in one data set and loaded for scaling at a fixed size of 224 X 224 pixels 

to be suitable for further processing in the deep learning pipeline. One-hot encoding[42] is then applied 

to the image data labels to indicate the positive case of COVID-19 or "not" for each image in the 

dataset[49].  

 •  Training Model and Validation  

In order to start the training step of one of the seven deep learning models chosen and/or modified, the 

pre-processed data set is 80-20 divided according to the Pareto principle. It means that 20% of the picture 

data would be required for the processing process. Again, separating 80 percent data would be used to 

create equivalent training and validation sets. Sub-sample random collections of training image data for 

the deep learning classifier, and then add assessment metrics to display the reported output of the 

validation package[49]. 

 •  Classification  

In the final stage of the proposed system, the test data is fed to the tuned deep learning classifier to 

categorize all picture patches in one of two cases: verified positive COVID-19 or regular case (negative 

COVID-19) as shown in Fig. 1. At the conclusion of the process, the cumulative output review of each 

deep learning classifier will be analyzed based on the parameters mentioned in the following section[46-

50]. 

2.3 Classification Performance Analysis  

In order to test the output of each deep learning model in the (DCNN-COVID-NET) sample, various parameters 

have been used in this analysis to calculate the accurate and/or incorrect classification of the COVID-19 identified 

in the Xray images as follows. First, the cross validity estimator [43-47] was used and resulted in a uncertainty 

matrix as seen in Fig.4. The uncertainty equation has as follows four predicted outcomes. True Positive (TP) is a 

collection of abnormalities that have been reported with the proper diagnosis. Real Negative (TN) is a number of 

daily instances wrongly counted. False Positive (FP) is a collection of regular cases classified as FP anomaly 

diagnoses. 

 

        

 

 

 

 

 

 

 

Fig.4. Confusion Matrix 
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After calculating the values of possible outcomes in the confusion matrix, the following performance metrics 

can be calculated.  

A) Accuracy: Accuracy is the most significant metric for the performance of our deep learning classifiers, 

as described out in (1). This is essentially a percentage of the true positive and true negatives separated 

by the combined values of the uncertainty matrix elements. The most accurate model is the optimal one, 

but it is important to insure that there are symmetric datasets with nearly equivalent false positive values 

and false adverse values. The above components of the uncertainty matrix must therefore be determined 

in order to determine the classification efficiency of our proposed (DCNN-COVID-NET) 

framework[46]. 

TP+TN 

 Accuracy(%)= 100%  (1)  

TP+FP+FN+TN 

  

B) Precision: Precision is represented in (2) to give relationship between the true positive predicted values 

and full positive predicted values[47].   

  

TP 

 Precision=   (2)  

TP+FP 

  

C) Recall: In (3), recall or sensitivity is the ratio between the true positive values of prediction and the 

summation of predicted true positive values and predicted false negative values[48].   

  

TP 

 Recall=   (3)  

TP+FN 

  

D) F1-score: F1-score is an overall measure of the model’s accuracy that combines precision and recall, as 

represented in (4). F1-score is the twice of the ratio between the multiplication to the summation of 

precision and recall metrics[49].  

  

Precision Recall  

 F1-score=2( )  (4)  

Precision+Recall 

3  Experiments   

3.1 Dataset and Experimental setup  

The dataset of chest X-ray images used in this study for classifying negative and positive COVID-19 cases from 

bacterial pneumonia and viral pneumonia. The dataset includes 2002 X-ray images, divided into four classes as 

with 60 confirmed positive COVID-19 cases and (650 x-rays bacterial pneumonia, 412 x-ray viral pneumonia, 

https://preprints.aijr.org/
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880 normal x-rays) images. Fig. 5 shows a sample of normal and COVID-19 images extracted from the dataset. 

The X-ray images for confirmed COVID-19 disease show a pattern of ground-glass opacification with occasional 

consolidation in the patchy, peripheral, and bilateral areas [10]. The original size of tested images is 400x300 

pixels. For the experimental setup, all images were scaled to the size of 227 × 227 pixels. The (DCNN-COVID-

NET)  framework including deep learning classifiers have been implemented using Weka [44] on Intel(R) 

Core(TM) i7-2.2 GHz processor. In addition, the experiments were executed using the graphical processing unit 

(GPU) NVIDIA GTX 1050 Ti and RAM with 4 GB and 16 GB, respectively.  

  

Fig 5. A sample of X-ray images  

3.2 Overall Performance Evaluation  

To order to test the efficiency of potential deep learning classifiers, 80 % of X-ray pictures, both regular and 

diseased instances, are randomly chosen for processing, i.e. 40 pictures of the dataset. The training parameters for 

all DCNN architectures in this analysis are: the learning rate = e−3, the values of the batch size and the number 

of epochs are set to 7 and 50, respectively, to achieve the optimal convergence with few iterations on this chest 

X-ray image dataset, and also to prevent the issue of degradation as possible. Both deep network classifiers are 

trained using Stochastic Gradient Descent (SGD) because of their strong converging and quick running time.  

Table 2 illustrates the comparative computational times and the accuracy of tested deep learning image classifiers. 

The running times of all deep learning models are relatively short ranging from 390.0 to 2645.0 seconds because 

of using powerful capabilities of the GPU with a chest X-ray image dataset. The resulting test times of the (DCNN-

COVID-NET) models did not exceed 6 seconds on the 20 images examined, as shown in Fig. 3. Among all the 

tested classifiers, the accuracy of the InceptionV3 model was the worst of 50 %, while the VGG19 and 

DenseNet201 models achieved the best accuracy (90 %). While the MobileNetV2 model showed a modest 

accuracy value (60 %), it achieved the smallest computational times of 389.0 and 1.0 seconds for training and 

testing phases, respectively, as listed in Table. 1. In addition, the values of performance metrics of each deep 

learning classifier are presented in Table 2. The highest precision of deep learning classifier to detect only positive 

COVID-19 was achieved by ResNetV2, InceptionResNetV2, Xception, and MobileNetV2, but their 

corresponding performances were worst to classify the normal cases correctly. Therefore, we compare our 

porposed CNN deep learning of two convolution newtwork {20,50} filters with this traditional and got 

98.20% accuracy. 

https://preprints.aijr.org/
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In comparison, Fig. 3 displays the graphical output assessment of all qualified deep learning classifiers with 

accuracy and cross-entropy loss (loss) during the training and validation process. The highest training scores and 

testing performance were obtained for the VGG19 and DenseNet201 versions, and the worst case is the 

InceptionV3, as seen in Table 3. The corresponding uncertainty matrices of all the deep learning classifiers 

evaluated are seen in Fig. 4. In addition, our findings have applied the Receiver Operational Characteristics (ROC) 

curves to validate the classification efficiency of. deep learning classifier by displaying the true positive rate (TPR) 

against the false positive rate ( FPR) to identify the positive COVID-19 cases in the tested X-ray images. 

Table 1: Computational times and classification accuracy of all tested deep learning models of the (DCNN-

COVID-NET)  on a GPU.   

  

Classifier  Training Time  

(seconds)  

Testing Time 

(seconds)  

Accuracy (%)  

VGG19  2641.00  4.00  90  

DenseNet201  2122.00  6.00  90  

ResNetV2  1086.00  2.00  70  

InceptionV3  1121.00  2.00  50  

InceptionResNetV2  1988.00  6.00  80  

Xception  2035.00  3.00  80  

MobileNetV2  389.00  1.00  60  

 

Table 2: Comparative classification performance of deep learning models used in the (DCNN-COVID-NET)  

  

Classifier  Patient 

Status  

Precision  Recall  F1-score  

VGG19  COVID-19  0.83  1.00  0.91  

Normal  1.00  0.80  0.89    

DenseNet201  COVID-19  0.83  1.00  0.91  

Normal  1.00  8.00  0.89  

ResNetV2  COVID-19  1.00  0.40  0.57  

Normal  0.62  1.00  0.77  

InceptionV3  COVID-19  0.00  0.00  0.00  

Normal  0.50  1.00  0.67  

InceptionResNetV2  COVID-19  1.00  0.60  0.75  

Normal  0.71  1.00  0.83  

Xception   COVID-19  1.00  0.60  0.75  

Normal  0.71  1.00  0.83  

MobileNetV2  COVID-19  1.00  0.20  0.33  

Normal  0.56  1.00  0.71  
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 (a) VGG19  (b) DenseNet201  

  

 (c) ResNetV2  (d) InceptionV3  

  

 (e) InceptionResNetV2  (f) Xception  

  

(g) MobileNetV2  

Fig 6 ROC curves of all deep learning models in the (DCNN-COVID-NET)   
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Fig 7. Confusion matrix of our proposed CNN classification model 

 

  

Fig 8. Roc with error curve for proposed CNN classification model 

 

Table3: The details of result from CNN-Model 

F-measure TPR ROC PRC 

98.2% 98.2% 99.9% 99.7% 

 

4  Conclusions  

Infectious COVID-19 disease is still threating the lives of billions of people. In this study, a Novel CNN 

framework has been proposed to automatically identify or confirm COVID-19 in 2-D X-ray images compared 

with seven deep learning classifiers; namely VGG19, DenseNet121, ResNetV2, InceptionV3, 

InceptionResNetV2, Xception, and MobileNetV2. The results of our proposed (DCNN-COVID-NET)  verified 
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the best performance scores of deep learning classifiers of 98.20% accuracy and shows better than the traditional 

classification approaches and last state of the art result . 
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